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Fig. 2.— Optical to infrared images of Himiko. North is up
and east is to the left. We display 10′′ × 10′′ images at BV Ri′z′

and NB (NB921) bands from Subaru/SXDS, at JHK bands from
UKIDSS-UDS DR3, and 3.6 − 24µm bands from Spitzer/SpUDS.
We show intensity contours in NB921 and z′ images. The black
contours denote 1 σ level of sky fluctuation. The yellow contours
represent (2, 3, 5, 10, 15) and (2,3,4) σ levels of sky fluctuations
in NB921 and z′ images, respectively. We also plot the position of
the DEIMOS slit by the red box. The dispersion direction towards
red spectrum is shown by the magenta arrow. The green arrows
point to the position 1 and 2 that are probable peaks in the z′

image.

Fig. 3.— Composite pseudo-color image of Himiko. The RGB
colors are assigned to 3.6µm , z′, and NB921 images, respectively.
North is up and east is to the left. The image size is 5′′ × 5′′. The
white bar at the bottom right represents the length of one arcsec-
ond. The brightest peak with a bluish white color corresponds to
position 1. The position 2 is located 1.1 arcsec west of the position
1.

factor of 2. In this high-density region, we find the ob-
ject, Himiko, that has the brightest NB921 magnitude
and the largest isophotal area among the 207 LAE candi-
dates. The total magnitude of Himiko is NB921 = 23.55,
which is brighter than the second brightest candidate
(NB921 = 24.06) by 0.5 magnitude. This object is sig-
nificantly extended, in contrast to the compact point-like
profiles of the other LAEs. If we define the isophotal
area, Aiso, as pixels with values above the 2σ sky fluctu-
ation (26.8 mag arcsec−2 in NB921), the isophotal area
of Himiko is Aiso = 5.22 arcsec2 in the NB921 image.
Figure 1 presents the isophotal area of our z = 6.6 LAE
candidates as a function of total NB921 magnitude and
average NB921 surface brightness. The average NB921
surface brightness, ⟨SB⟩, is the value of an isophotal flux
divided by the isophotal area, where the isophotal flux
is the one summed over the isophotal area. We mark a
possibly extended (FWHM> 1′′.2) sources with a filled
squares to distinguish between bright point-like and faint
extended sources with a comparable isophotal area. Fig-
ure 1 indicates that there are no LAEs similar to Himiko.
We confirm that the brightest source from the previous
0.2 deg2 Subaru Deep Field (SDF) survey for z ∼ 6.5
LAEs is only as bright as our second brightest candi-
date with no significant spatial extent (Taniguchi et al.
2005; Kashikawa et al. 2006), and that our object is dis-
tinguished from all the other z ∼ 6.5 LAEs found in the
previous studies. We present snapshot images in Figure
2 and a close-up color composite image in Figure 3. The
major axes of the isophotal area in NB921 and z′ bands
are ≃ 3′′.1 and ≃ 2′′.0, respectively. Additionally, the
NB921 (z′) image shows potential diffuse components
which continuously extend by ∼ 1′′ (∼ 0′′.3) around the
isophotal area with a surface brightness above 1σ sky
fluctuation (Figures 2 and 3). Thus, the size of our ob-
ject is probably ! 3′′.1 and ! 2′′.0 in NB921 and z′

bands, respectively. Given the fact that this LAE has
the unusual brightness and size, we refer to this object
as the giant LAE.

Interestingly, this object is detected at the 4σ level in
the medium deep 3.6µm image from the Spitzer legacy
survey of the Ultra Deep Survey field (SpUDS; PI:. J.
Dunlop; Figure 2), while we find only marginal de-
tections (∼ 2 − 3σ) 21 in the near-infrared (NIR) im-
ages from the UKIRT Infrared Deep Sky Survey Third
Data Release (UKIDSS-DR3: Lawrence et al. 2007). We
align Spitzer/SpUDS and UKIDSS-DR3 images with the
SXDS optical images, referring a number of stellar ob-
jects in the field. The relative astrometric errors are
estimated to be ≃ 0′′.04, ≃ 0′′.11, and ≃ 0′′.35 in
rms, for optical-NIR, Spitzer/IRAC(3.6 − 8.0µm), and
MIPS(24µm) images, respectively. We summarize total
magnitudes/fluxes and 2′′-diameter aperture magnitudes
of Himiko in Table 1. We define the total magnitude with
MAG AUTO of SExtractor (Bertin & Arnouts 1996) in
the optical and NIR bands. The total magnitudes of
Spitzer/IRAC and MIPS bands are obtained from a 3′′-
diameter aperture and an aperture correction given in
Yan et al. (2005) and the MIPS web page 22, respec-
tively. Note that our object is detected in the 3.6µm

21 We estimate the 2σ limits of total magnitudes in the vicinity
of this object to be J = 24.3, H = 24.0, and K = 23.8.

22 http://ssc.spitzer.caltech.edu/mips/apercorr/
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Figure 3: Gas dynamics, dust obscuration, and distribution of gas and star formation in HFLS3. 
a, b, High-resolution (FWHM 0.35”x0.23”) maps of the 158-µm continuum (a) and [CII] line emission (b) 
obtained at 1.16 mm with the PdBI in A-configuration, overlaid on a Keck/NIRC2 2.2-µm adaptive optics 
image (rest-frame UV/optical light). The r.m.s. uncertainty in the continuum (a) and line (b) maps is 180 
and 400 µJy beam-1, and contours are shown in steps of 3 and 1σ,!starting at 5 and 3σ,!respectively. A 
z=2.092 galaxy (labeled G1B) identified through Keck/LRIS spectroscopy is detected ~0.65” north of 
HFLS3, but is not massive enough to cause significant gravitational lensing at the position of HFLS3. 
Faint infrared emission is detected toward a region with lower dust obscuration in the north-eastern part 
of HFLS3 (not detected at <1 µm). The Gaussian diameters of the resolved [CII] and continuum 
emission are 3.4 kpc x 2.9 kpc and 2.6 kpc x 2.4 kpc, suggesting gas and SFR surface densities of!!!
Σgas = 1.4 x 104 Msun pc-2 and! ΣSFR = 600 Msun yr-1 kpc-2 (~0.6 x 1013 Lsun  kpc-2). The high ΣSFR is 
consistent with a maximum starburst at near-Eddington-limited intensity. Given the moderate optical 
depth of! τd<~1 at 158 µm, this estimate is somewhat conservative. Peak velocity (c) and F.W.H.M. 
velocity dispersion (d) maps of the [CII] emission are obtained by Gaussian fitting to the line emission in 
each spatial point of the map. Velocity contours are shown in steps of 100 kms-1. High-resolution       
CO J=7-6 and 10-9 and H2O 321-312 observations show consistent velocity profiles and velocity 
structure (Figures S5-S7). The large velocity dispersion suggests that the gas dynamics in this system 
are dispersion-dominated. See Supplementary Information Sections 3 and 5 for more details. 
 

Table 1: Observed and derived quantities for HFLS3, Arp 220 and the Galaxy 
! HFLS3 Arp 220* Milky Way* 
redshift 6.3369 0.0181 - 
Mgas (Msun)a (1.04+/-0.09)  x 1011 5.2 x 109 2.5 x 109 

Mdust (Msun)b 1.31+0.32
-0.30 x 109 ~1 x 108 ~6 x 107 

M* (Msun)c ~3.7 x 1010 ~3-5 x 1010 ~6.4 x 1010 

Mdyn (Msun)d 2.7 x 1011 3.45 x 1010 2 x 1011 (<20 kpc) 
fgas

e 40% 15% 1.2% 
LFIR (Lsun)f 2.86+0.32

-0.31 x 1013 1.8 x 1012 1.1 x 1010 

SFR (Msunyr-1)g 2,900 ~180 1.3 
Tdust (K)h 55.9+9.3

-12.0 66 ~19 
!

For details see Supplementary Information, Section 3. 
*Literature values for Arp 220 and the Milky Way are adopted from refs. 27, 20, 28, 29, and 30. The total molecular gas mass of the 
Milky Way is uncertain by at least a factor of 2. Quoted dust masses and stellar masses are typically uncertain by factors of 2-3 due to 
systematics. The dynamical mass for the Milky Way is quoted within the inner 20 kpc to be comparable to the other systems, not 
probing the outer regions dominated by dark matter. The dust temperature in the Milky Way varies by at least +/-5 K around the 
quoted value, which is used as a representative value. Both Arp 220 and the Milky Way are known to contain small fractions of 
significantly warmer dust. All error bars are 1σ!r.m.s. uncertainties.!
aMolecular gas mass, derived assuming  αCO!= Mgas/L’CO = 1 Msun (K kms-1pc2)-1, see Supplementary Information, Section 3.3. 
bDust mass, derived from spectral energy distribution fitting, see Supplementary Information, Section 3.1. 
cStellar mass, derived from population synthesis fitting, see Supplementary Information, Section 3.4. 
dDynamical mass, see Supplementary Information, Section 3.5. 
eGas mass fraction, derived assuming fgas=Mgas/Mdyn, see Supplementary Information, Section 3.6. 
fFar-infrared luminosity as determined over the range of 42.5-122.5 µm from spectral energy distribution fitting, see Supplementary 
Information, Section 3.1. 
gStar formation rate, derived assuming SFR[Msunyr-1] = 1.0 x 10-10 LFIR [Lsun], see Supplementary Information, Section 3.2. 
hDust temperature, derived from spectral energy distribution fitting, see Supplementary Information, Section 3.1. 
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Fig. 5. Examples of the protocluster candidates. The points indicate
g-dropout galaxies. Individual protocluster candidates exhibit unique
shapes, and some are accompanied by several other overdense regions
(e.g., bottom-left and top-right panels).

The individual overdense regions show a wide range of
morphologies (figure 5). The morphology of these over-
dense regions will eventually provide clues to understanding
galaxy/halo assembly from the large-scale structure of the
universe, but this is beyond the scope of this paper. Some
overdense regions have neighboring overdense regions
within a few arcminutes (figure 5). Although, as mentioned
above, 0.75 physical Mpc (1.′8) is the typical extent of pro-
toclusters, protocluster galaxies can be located a few or
more physical Mpc away from their center depending on
the direction of the filamentary structure (e.g., Muldrew
et al. 2015). It is unlikely that two overdense regions are
located within a few arcminutes just by chance, because the
mean separation is ∼ 40′ based on the surface number den-
sity of overdense regions. Toshikawa et al. (2016) quanti-
tatively investigated how far protocluster members are typ-
ically spread from the center and found that galaxies lying
within the volume of Rsky < 8′(6′) and Rz < 0.013(0.010)
at z ∼ 3.8 will be members of the same protocluster with
a probability of > 50%(80%). Overdense regions which
are located near each other are expected to merge into
a single structure by z = 0. In this study, if > 4 σ over-
dense regions are located within 8′ from another more
overdense region, they can be regarded as substructures of
that protocluster, though the spectroscopic follow-up will
be required to distinguish them from a chance alignment.
Thirty-seven regions out of the 216 having > 4 σ overden-
sity have more overdense regions in the neighborhood. The
fraction of neighboring overdense regions is significantly
higher than that expected by uniform random distribu-
tion (N = 10.6 ± 3.2), implying that the large fraction of

neighboring overdense regions is physically associated with
each other, rather than a chance alignment. As a result, we
have found 216 protocluster candidates at z ∼ 3.8, and 179
out of them would trace the unique progenitors of galaxy
clusters in the Wide layer, which is about ten times larger
than any previous study of protoclusters (N ∼ 10–20 at
z ! 3). Toshikawa et al. (2016) indicate that three proto-
cluster candidates out of four identified by the same method
are confirmed to be real protoclusters by spectroscopic
follow-up observations, which is consistent with the model
prediction.

3 Angular clustering
Based on the systematic sample produced by the HSC-SSP,
we investigate the spatial distribution of protocluster can-
didates at z ∼ 3.8 through the angular correlation function,
ω(θ ). In order to include any small-scale structure in the cor-
relation function, in this analysis we use all > 4 σ overdense
regions instead of only unique protocluster candidates. We
measure the observed ω(θ ) using the estimator presented in
Landy and Szalay (1993):

ωobs(θ ) = DD(θ ) − 2DR(θ ) + RR(θ )
RR(θ )

, (2)

where DD, DR, and RR are the numbers of unique
data–data, data–random, and random–random pairs with
angular separation between θ − $θ/2 and θ + $θ/2,
respectively. As shown in figure 5, the overdense regions
are generally found to have 3′–6′ extents within ! 2 σ

regions and show various, complex shapes. The coordinates
of overdense regions are simply defined as the position of
their overdensity peak. The locations of surface overdensity
peaks can be affected by projection effects, but the typical
uncertainty is expected to be only 0.′5 (∼ 2′ at worst) by
using theoretical models (Toshikawa et al. 2016). We dis-
tribute 40000 random points in the same geometry as pro-
tocluster candidates. The uncertainty of ωobs(θ ) is estimated
using the bootstrap method as follows: We randomly select
our protocluster candidates, allowing for redundancy, and
calculate ωobs(θ ). This calculation is repeated a hundred
times, and the uncertainty of each angular bin is deter-
mined by the root mean square of all of the bootstrap steps.
Figure 6 shows the angular correlation function for all > 4 σ

overdense regions at z ∼ 3.8 in the Wide layer.
The angular correlation function can be parametrized

by a power law: ω(θ ) = Aωθ − β . The slope, β, is found
to be ∼ 1.0, which does not strongly depend on redshift
and mass of clusters at z " 2 (e.g., Bahcall et al. 2003;
Papovich 2008). We use a least-squares technique to fit
a power-law function to the angular correlation function.

Downloaded from https://academic.oup.com/pasj/article-abstract/70/SP1/S12/4582830
by Tohoku University user
on 12 March 2018

Toshikawa+18
LETTERRESEARCH

map, suggest that the northern LABOCA structure also lies at z = 4.3 
(see Methods). The sources detected in the ALMA 870-µm imaging 
therefore comprise just 50% of the total flux density of the southern 
LABOCA source, and 36% of the total LABOCA flux density, suggest-
ing that the roughly 500-kpc extent of the protocluster contains a total 
star-formation rate of 16,500 M⊙ yr−1. Modelling the spectral energy 
distribution on the basis of this combined submillimetre photometry 
yields an infrared luminosity (at wavelengths from 8 µm to 1,100 µm) 
of (8.0 ± 1.0) × 1013 times the Solar luminosity (L⊙). The gas masses of 
the 14 protocluster galaxies—estimated from the CO(4–3) line, or from 
the [C ii] line if undetected in CO(4–3) (see Methods)—range from 

1 × 1010M⊙ to 1 × 1011M⊙, with a total gas mass of roughly 6 × 1011 
(XCO/0.8)M⊙ (where XCO is the conversion factor from CO(1–0) lumi-
nosity to total gas mass). A follow-up survey of colder molecular gas in 
the CO(2–1) line with the Australia Telescope Compact Array (ATCA, 
a radio telescope) detects the bulk of this large gas repository, especially 
in the central region near sources B, C and G, and confirms that the 
assumed line-intensity ratio, CO(4–3) to CO(1–0), used in the Methods 
when calculating the total gas mass, is consistent with the average meas-
urements from ATCA.

The detected ALMA sources also enable an initial estimate of the 
mass of the protocluster. We determine the mean redshift using the 
biweight estimator18 to be 〈 〉 = . − .

+ .z 4 3040bi 0 0019
0 0020 . The velocity dispersion 

of the galaxy distribution is σ = −
+408bi 56
82  km s−1 according to the 

biweight method18, which is the standard approach for galaxy samples 
of this size. Other common methods (gapper18 and Gaussian fit) agree 
to within 3% and provide similar errors. Under the assumption  
that SPT2349-56 is approximately virialized, the mass-dispersion  
relation for galaxy clusters19 indicates a dynamical mass of 
Mdyn = (1.16 ± 0.70) × 1013M⊙, which is an upper limit if the system has 
not yet virialized. Given the possible selection effect of requiring a bright 
source (with S1.4mm values of more than 15 mJy) within the 1′ SPT beam 
for detection, we also further consider the possibility that our structure may 
represent an end-on filament being projected into a compact but unbound 
configuration, rather than a single gravitationally bound halo. Our analysis 
in the Methods suggests that this is not as likely as a relatively bound system 
in a massive halo, given the velocity dispersion measured as a function of 
position, and other supporting arguments. However, we cannot rule this 
possibility out completely, and further analysis and observations of the 
larger angular scale of the structure will be required to more fully under-
stand the nature of this system.
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Fig. 1 | The SPT2349-56 field and spectra of the constituent galaxies.  
a, LABOCA 870-µm contours of SPT2349-56, overlaid on the IRAC  
3.6-µm image; the 26″ beam at 870 µm is shown in white. Contours 
represent signal-to-noise rations of 3,7 and 9, moving inwards. The  
small red circles show the locations of the 14 protocluster sources.  
b, ALMA band-7 imaging (276 GHz, 1.1 mm), showing the 14 confirmed 
protocluster sources, labelled A to N. Black and blue contours denote 75% 
(outer contour) and 90% (inner contour) of the peak flux for each source, 
based on the CO(4–3) and [C ii] lines, respectively. The dashed black line 

shows where the primary beam is at 50% of its maximum. The filled blue 
ellipse shows the 0.4″ naturally weighted synthesized beam. c, CO(4–3) 
spectra (black lines) and [C ii] spectra (yellow bars) for all 14 sources, 
centred at the biweight cluster redshift z = 4.304. The [C ii] spectra are 
scaled down in flux by a factor of ten, for clarity of presentation. The red 
arrows show the velocity offsets determined by fitting a Gaussian profile 
to the CO(4–3) spectra for all sources except for G, H, K, L, M and N, 
for which we used [C ii] (because these sources are not detected in the 
CO(4–3) spectra).

Table 1 | Derived physical properties of SPT2349-56 protocluster 
members
Source ∆V [km s−1]† SFR [M⊙ yr−1] Mgas [1010M⊙]

A −90 ± 35 1,170 ± 390 12.0 ± 2.1
B −124 ± 31 1,227 ± 409 11.2 ± 2.0
C 603 ± 12 907 ± 302 6.7 ± 1.2
D −33 ± 40 530 ± 182 8.4 ± 1.5
E 84 ± 21 497 ± 179 4.8 ± 0.9
F 395 ± 82 505 ± 169 3.4 ± 0.7
G 308 ± 42 409 ± 137 2.9 ± 1.3‡

H −719 ± 28 310 ± 105 4.4 ± 2.0‡

I 310 ± 78 268 ± 91 2.2 ± 0.5
J −481 ± 35 243 ± 85 2.2 ± 0.5
K 631 ± 12 208 ± 71 3.1 ± 1.4‡

L −379 ± 18 122 ± 43 3.3 ± 1.5‡

M 34 ± 21 75 ± 34 1.2 ± 0.6†

N 90 ± 25 64 ± 29 1.0 ± 0.5†

†Velocity offsets were measured relative to the mean redshift, z = 4.304.
‡The [C II] line was used to derive Mgas in these cases, as CO(4–3) was not detected.
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A mosaic of the CDF-S GOODS tiles is shown in Figure 15.
At z850 < 27:0 mag there are a total of 361 g475-dropouts in the
transformed CDF-S in an area of 159 arcmin2, giving an average
surface density of 2.27 arcmin!2 (see Fig. 15). The surface den-
sities are 1.82 and 1.16 arcmin!2 for z850 < 26:5 mag and z850 <
26:0 mag, respectively. The surface density of g475-dropouts in

TN 1338 is approximately 2.5 times higher for each magnitude
cut (5.64, 4.36, and 2.74 arcmin!2, respectively).
What is the significance of this factor of 2.5 surface over-

density? LBGs belong to a galaxy population that is strongly
clustered at every redshift (Porciani & Giavalisco 2002; Ouchi
et al. 2004b; Lee et al. 2006), with nonnegligible field-to-field
variations. In our particular case, it is interesting to estimate the
chance of finding a particular number of g475-dropouts in a sin-
gle 3:40 ; 3:40 ACS pointing. Analyzing each of the 15 GOODS
tiles individually, the lowest number of g475-dropouts encoun-
tered was 12, and the highest was 37 to z850 ¼ 27:0 mag. Next,
we measured the number of objects in #500 randomly placed,
square 11 arcmin2 cells in the CDF-S GOODS mosaic. The cells
were allowed to overlap so that the chance of finding the richest
pointing possible was 100%. In Figure 16 (top panel ) we show
the histogram of counts in cells for the three different magnitude
cuts. In each case the number of objects in TN 1338 (indicated by
the dashed lines) falls well beyond the high-end tail of the dis-
tribution, with none of the cells randomly drawn from GOODS
containing as many objects (the highest being 41, 35, and 24 for
z850 < 27:0, 26.5, and 26.0 mag, respectively). Approximating
the distributions with a Gaussian function (strictly speaking, this
is only valid in the absence of higher order clustering moments,

Fig. 14.—Object map of the g475-dropout candidates (circles), TN J1338!
1942 (square), LAEs (stars), and the detection catalog (points). The g475-dropouts
detected in Ks are indicated by filled circles. Larger circles indicate brighter ob-
jects in z850. The contours represent density fluctuations! $ ("! "̄)/"̄ of !1,
!0.5,!0.1 (dashed contours) and +0.1, +0.5, +1, +1.5 (solid contours), achieved
by smoothing the object mapwith a Gaussian of width 3600, or 250 kpc (FWHM),
using equal weights. LAEs that are not in the g475-dropout sample were not in-
cluded in the density contours. [See the electronic edition of the Journal for a color
version of this figure.]

Fig. 15.—Distribution of z # 4 LBGs in the CDF-S GOODS field with
z850 % 27:0 mag (circles). Larger symbols correspond to brighter objects. The
inset in the top left shows the 3:40 ; 3:40 TN 1338 field and the distribution of
g475-dropouts at the same scale as the CDF-S GOODS field for comparison.

Fig. 16.—Counts-in-cells analysis of z # 4 LBGs in the GOODS simulations
compared to TN 1338. Top: Histograms of the number of objects in square cells
the size of TN 1338 (3:40 ; 3:40) for z850 < 27:0 (right histogram), 26.5 (middle),
and 26.0 mag (left). The number of g475-dropouts in TN 1338 is indicated by the
vertical lines in corresponding color. Bottom: Same as the top panel, but for 2:10 ;
2:10 cells. The number of g475-dropouts in TN 1338 exceeds the number encoun-
tered in GOODS for each limiting magnitude and cell size. [See the electronic
edition of the Journal for a color version of this figure.]
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Model & Method
SPH fomulation

d⇢

dt
+ ⇢r · v = 0 (43)

dv

dt
= �rP

⇢
�r� (44)

du

dt
= �P

⇢
r · v � ⇤(⇢, T )

⇢
(45)

P = (� � 1) ⇢u (46)
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Basic equations

FiBY/OWLS
�	���������Gadget-3���

���: Kennicutt-Schmidt��
�
(Schaye & Dalla Vecchia 2008)

���� with CLOUDY (10-109 K)
(Schaye et al. 2010)

understand the evolution of the first galaxies from their
formation toward observed galaxies at z 6 7~ – , more massive
halos have to be studied.

In this work, we focus on the evolution of galaxies in dark
matter halos that evolve to M h M10 10h

10 12 1» -
:– at z=6.

We use the same simulation code used in the First Billion Year
(FiBY) project (e.g., Johnson et al. 2013; Paardekooper et al.
2015). The FiBY project studied galaxy formation at z 62
using uniform calculation boxes of 4 and 32Mpc on a side with
a maximum spatial resolution of 234 pc (comoving gravita-
tional softening). Our simulations have similar resolution, but
an important difference is using zoom-in initial conditions that
allow more massive galaxies at z=6 than those in the FiBY
project to be studied by choosing a larger box size initially
before zooming in. Massive galaxies at higher redshift live in
deeper gravitational potential wells where the feedback effects
can be weaker. Using this sample, we investigate the evolution
of the first galaxies from high redshift to z 6~ , and examine
whether SF in our simulated galaxies can reproduce the
observed features. In addition, prior to the completion of
cosmic reionization, the redshift when galaxies first begin to be
affected by the UV background (UVB) sensitively depends on
their location (e.g., Hasegawa & Semelin 2013; Iliev et al.
2014). In particular, the first galaxies near starburst galaxies
would evolve under a UVB earlier. We also investigate the
effects of different reionization redshifts on galaxy evolution.

Our paper is organized as follows. We describe our
simulations and initial conditions in Section 2. In Section 3,
we present the most important properties of our simulated
galaxies including their SF histories and stellar distributions.
We also investigate the effect of stellar feedback on the dark
matter distributions and the dependence of halo mass on the SF
histories. In addition, we show the effects of external UV
radiation on SF. Finally, we summarize our main conclusions
in Section 4.

2. Simulation Setup and Models

2.1. Code and Zoom-in Method

We use a modified version of the smoothed particle
hydrodynamics (SPH) code GADGET-3 (Springel 2005) that
was previously developed in the Overwhelmingly Large
Simulations (OWLS) project (Schaye et al. 2010). This
code was extended and modified to include the treatment
of population III (Pop III) SF, Lyman–Werner feedback,
non-equilibrium primordial chemistry, and dust formation/
destruction in the FiBY project (e.g., S. Khochfar & C. Dalla
Vecchia et al. 2017, in preparation). The impacts of these new
physical processes on galaxy formation have been studied in a
series of papers on the FiBY project (e.g., Johnson et al. 2013;
Paardekooper et al. 2013; Agarwal & Khochfar 2015; Elliott
et al. 2015). In this work, we do not consider the formation of
Pop III stars and non-equilibrium primordial chemistry because
our focus is on more massive galaxies after the era of first mini
halos. We here use the SF model based on the Kennicutt–
Schmidt law, the SN feedback, and the equilibrium radiation
cooling including metal lines as explained below.

Our simulations follow the dynamics of dark matter and gas
from z=100 to z 6~ . The initial conditions are created by the
MUSIC code (Hahn & Abel 2011). We first run a coarse
N-body simulation with 1283 particles and identify the dark
matter halos using the friends-of-friends (FOF) grouping

algorithm. We then choose three halos with M 2.4h = ´
h M1010 1-

: (Halo-10), h M1.6 1011 1´ -
: (Halo-11), and

h M7.5 1011 1´ -
: (Halo-12) at z=6 for subsequent zoom-

in simulations. The entire simulation box size is (20 h 1- Mpc)3

for Halo-10 and Halo-11, and (100 h 1- Mpc)3 for Halo-12 in
comoving units. For Halo-10 and Halo-11, the effective
resolution is 20483 and the zoom-in region is

h1 2 Mpc1 3~ -( – ) in comoving scale. For Halo-12, the effective
resolution is 40963 and the zoom-in region is h6.6 Mpc1 3-( ) .
The relevant simulation parameters are summarized in Table 1.
In this work, we set the constant gravitational softening length
to h200 pc1- in the comoving scale and the minimum
smoothing length to h20 pc1- . This corresponds to a resolution
of 10 pc1 physical at z 10~ , which allows the internal gas
structure for galaxies to be resolved.
Figure 1 shows the redshift evolution of the halo mass, the

growth rate of halo mass, and the rate of change of the total gas
mass. All halos grow as the redshift decreases, although the
growth rate depends on the environment. Halo-10 is more
massive than Halo-11 at z 102 ; however, Halo-11 grows
rapidly and becomes more massive than Halo-10 during
z 6 9= – . Halo-12 is always more massive than the other
halos. As shown in the middle panel of the figure, the halo
growth rate of Halo-10 is higher than that of Halo-11 at z 102 ,
but it stalls at lower redshift, whereas Halo-11 rapidly increases
its growth rate at z 101 .

2.2. Star Formation

Our basic SF prescription is based on the Kennicutt–Schmidt
law of local galaxies, and the adopted formulation was
developed by Schaye & Dalla Vecchia (2008). This model
estimates the star formation rate (SFR) based on the local ISM
pressure as follows:

m m A M
G

f P1 pc , 1n
n

g
2

g

1 2

*
g

= - -
-

: ⎜ ⎟⎛
⎝

⎞
⎠˙ ( ) ( )

( )

where mg is the mass of the gas particle, 5 3g = is the ratio of
specific heats, fg is the gas mass fraction in the self-gravitating
galactic disk, and P is the total ISM pressure. The free
parameters in this SF model are the amplitude A and the power-
law index n. These parameters are related to the Kennicutt–
Schmidt law,

A
M1 pc

. 2
n

gas
2*S =

S
-

:

⎛
⎝⎜

⎞
⎠⎟

˙ ( )

Local normal star-forming galaxies follow A 1.5local = ´
M10 yr kpc4 1 2- - -
: and n= 1.4 for the Saltpeter IMF.

Note that, the amplitude should be changed by a factor
1 1.65 in the case of the Chabrier IMF, i.e., A 2.5local,Chab = ´

M10 yr kpc4 1 2- - -
: . Schaye et al. (2010) reproduced the

observed cosmic star formation rate density (SFRD) using
cosmological SPH simulations with this SF model and the
parameters A M2.5 10 yr kpc4 1 2= ´ - - -

: and n= 1.4 (see
also Schaye et al. 2015). On the other hand, this amplitude can
be ∼10 times higher for merging starburst galaxies (Genzel
et al. 2010). In addition, Tacconi et al. (2013) suggested that
the amplitude increases with redshift.
In this work, we focus on high-redshift galaxies at z 6. ,

which experience frequent merging processes. Therefore,
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Figure 5. Two-dimensional map of the differential brightness temperature of Pop III stars (Mstar = 2 × 102 M⊙), galaxy (Mstar = 2 × 106 M⊙) and QSO
(Mstar = 2 × 108 M⊙) at tevo = 107 yr. The box size is 500 kpc in physical scale.

Figure 6. Dependence of the 21-cm structures on the source mass for
Pop III stars (green triangles), galaxies (red squares) and QSOs (blue circles).
Upper panel: size of the ionized bubble RH II at tevo = 107 yr, defined as the
position at χH II = 0.5. Middle panel: surface area of emission Sem (filled
symbols) and absorption ring Sabs (open symbols). Lower panel: ratio of
Sabs/Sem as a function of the stellar mass of the source. The dotted lines are
artificial lower limits.

3.2 The 21-cm structures

The resulting 21-cm maps of the Pop III star, galaxy and QSO
at z = 10 are shown in Fig. 5. Clearly, the 21-cm structures of
these different sources are distinctively different. The δTb of the
Pop III star shows a ring structure with emission in the inner region
and absorption in the outer region. The galaxy shows a very thin
emission ring but a deep, extended absorption region, while the
QSO shows an extended emission ring and an outer weak absorption
region.

To further investigate the dependence of 21-cm structures on
source properties, we show the emission and absorption structures of
the three sources at different stellar masses in Fig. 6, as represented

by the radius of the ionized bubble RH II, the surface area of emission
(Sem) and absorption (Sab), and their ratio.

First, the size of the ionized region increases with the mass of
the source, as shown in Fig. 6 (top panel). This can be understood
because the total number of ionizing photons is simply proportional
to the cube root of the total stellar mass in our models, RH II ∝ M

1/3
star .

Here, RH II is in the range of ∼24–260 kpc for Pop III stars, ∼27–
792 kpc for galaxies and ∼0.2–4.9 Mpc for QSOs. The size of the
region ionized by QSOs is consistent with that from Wyithe et al.
(2005). Pop III stars have a higher ionizing power because their
hard SEDs produce more ionizing photons and a higher effective
temperature ∼105 K. Of course, the ionized region would appear as
a ‘zero-signal hole’ (δTb ∼ 0 mK) in the 21-cm structure, as shown
in Fig. 5.

The middle panel of Fig. 6 shows the surface areas of the emis-
sion (Sem) and absorption (Sabs) regions in a two-dimensional slice
containing the central sources. For all models, Sem monotonically
increases with the stellar mass of the source; however, Sabs is clearly
different depending on the source type and the size of the ionized
region. For galaxies, Sabs is much higher than Sem, which produces
the strong absorption trough seen in Fig. 5. For QSOs, Sabs decreases
with increasing stellar mass at Mstar ! 1010 M⊙, because even con-
tinuum photons cannot propagate to the outside cold, neutral gas
region in the limited time. The ratio between Sabs and Sem is shown
in the lower panel of Fig. 6. The ratio is in the range of ∼20–370
for Pop III stars, ∼830–1850 for galaxies and ∼0–120 for QSOs.

These results demonstrate that Pop III stars, the first galaxies and
the first QSOs have clearly different 21-cm structures, as a result
of the different temperature and ionization structures resulting from
different photon SEDs and the propagation of Lyα photons in these
regions.

3.3 Time evolution of the 21-cm structure

The evolution of the δTb signal at different times is shown in Fig. 7.
As the ionizing bubble grows with time, the Lyα photons propagate
into the more extended cold region through scattering, resulting
in the stronger absorption signal. At tevo = 106 yr, δTb of Pop III
stars has no absorption region. At tevo = 108 yr, all simulations
show 21-cm absorptions. Note that for Pop III stars, the evolution

MNRAS 445, 3674–3684 (2014)
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Figure 9. A simulated quasar H II bubble with (Ṅphs/1057 s−1) = 1.3 and xH I = 0.5 at different stages of its growth, as seen from the quasar’s rest frame. The
square in each panel shows the location of the quasar. The expected spherical size is shown by the circle. Panels are labelled with the corresponding quasar age
and φ is the angle with the LoS as defined in Fig. 1 and equation (3).

from these haloes outnumber those from the quasar in the early
stages, and consequently the actual bubble is much larger than ex-
pected. This discrepancy persists even in the later stages; however,
it is not so pronounced. A similar observation has been reported by
Datta et al. (2012a) in their radiative transfer simulations.

A distant observer sees different parts of the H II bubble in dif-
ferent stages of its growth. We have assumed that the dark matter
distribution and the global xH I do not change within the look-back
time across the bubble. We have used equations (2) and (3) to deter-
mine r as a function of φ. We then choose sections each through a
different member of the suite of simulations (Fig. 9). Each section
corresponds to a different value of r and τ as determined by equa-
tions (2) and (3). These sections are stacked together to produce
the bubble’s apparent shape as seen by the distant observer. Fig. 10
shows the apparent shape generated by stacking sections selected
from Fig. 9.

Our simulations span a redshift interval #z = 0.28 along the
LoS. We have made a simplifying assumption that the dark matter
distribution and the variation in xH I across our simulation box can be
ignored. Analytic estimates (for details see appendix A and results
of Paper II) show that the effects ignored here make a 5 per cent
or less contribution. Further simulations (Datta et al. 2012b) also
reveal similar findings, justifying the assumptions made here.

The GMRT FoV at 151 MHz has a full width at half-maximum
(FWHM) of 2.◦28, while our simulation box only subtends an an-
gle 0.◦53 on the sky and 4.8 MHz along the LoS at redshift z = 8.
Thus, the simulation box will not be able to replicate the full GMRT
FoV and can accommodate a bubble of maximum radius ∼ 40 Mpc,
which subtends ∼ 0.◦5. Maselli et al. (2007) predict the comoving

0 804020 60
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M
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Figure 10. The apparent shape of the H II bubble around a quasar after
the snapshots at different stages of its growth (Fig. 9) have been stacked
together. The square shows the location of the quasar. The curve shows the
expected apparent shape of the bubble. The observer is on the left-hand side
of the figure.

radius of quasar-generated H II regions to be ∼ 45 Mpc at z = 6.1
with xH I = 0.1. The size is expected to be less at z = 8. Our
simulation box is thus large enough to host H II bubbles in the rele-
vant size range at this redshift. The simulation adequately replicates
the H I fluctuations in the vicinity of the bubble; however, the H I

fluctuations at large angular separation from the bubble’s centre
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Figure 10. Upper panel: Sizes of H II bubbles as a function of stellar mass
and SFR. Green, red, and blue lines represent median values to galaxies at
z= 8, 10, and 15, respectively. The shades show quartiles at each bin. Lower
panel: Lyα luminosity using the cloud model as a function of stellar mass
and SFR.

sidering the IGM transmission. Lyα properties are calculated by
using the Lyα profile of model A of the cloud model. The shades
represent the range of 25 per cent − 75 per cent in the sample. We
see that R tightly correlates with stellar mass, as RHII ∝ M

1/3
star , while

the relation with SFR shows a large dispersion.
SFRs rapidly increase by major merger. However, R is not so

sensitive to the short-time fluctuation of SFR because of the longer
time-scale for reaching the ionization equilibrium state. As a re-
sult, the relation between R and SFR shows the large dispersion.
High-redshift galaxies have been observed as so-called Lyman-
break galaxies (LBGs; Bouwens et al. 2012), via the Lyman-break
technique so far. Our results indicate LBGs at z ! 7 with similar
UV brightness can have different Ly α fluxes due to the scatter of
IGM transmission. At z = 15, our sample is limited by the stellar
mass of galaxies Mstar ∼ 109 M⊙. In our model, since the stellar
mass is simply proportional to halo mass as Mstar ∼ 3.3 × 10−3 Mh,
this means that there is no progenitor with Mh ! 3 × 1011 M⊙ at
z = 15 in our halo sample, which is constructed to have the mass
range from 109 to 1013 M⊙ at z= 6.

In contrast to the SFR-R relation, both Lyα luminosity and R
tightly correlate with Mstar. The LLyα–Mstar relation does not change
with redshift significantly, while the R–Mstar becomes smaller as
redshift increases. This is because Hubble constant (i.e. expanding
velocity of IGM) becomes large at higher redshift. Therefore, al-
though RHII decreases as redshift increases due to higher IGM den-
sity, the IGM transmission does not decrease significantly. Thus,
Lyα luminosity does not depend sensitively on redshift. Note that,
however, we have not taken the overlaps of H II bubbles into ac-
count. When galaxies are clustered, giant H II bubbles can form by
the overlaps of individual H II bubbles. This can cause scatters in
the relations between Mstar and LLyα or R.

The detection sensitivity of recent observations of LAEs at
z ∼ 7−8 was corresponding to Lyα luminosity of!3 × 1042 erg s−1

(Vanzella et al. 2011; Ono et al. 2012; Shibuya et al. 2012; Finkel-

stein et al. 2013; Konno et al. 2014; Zitrin et al. 2015). In our
model, median and minimum stellar masses producing LLyα ∼
3 × 1042 erg s−1 at z = 7.3 are 6.5 × 109 and 1.5 × 108 M⊙, respec-
tively. Therefore, by considering the relation Mstar ∼ 3.3 × 10−3 Mh,
we suggest that the observed LAEs at z = 7.3 should be hosted
in haloes with Mh ≥ 4.6 × 1010 M⊙, and the median halo mass
is 1.9 × 1012 M⊙. The halo bias factor to the host halo mass of
4.6 × 1010 M⊙ is b ∼ 4.4 based on the ellipsoidal collapse model
by Sheth et al. (2001). Although the current sample size of observed
LAEs at z > 7 is too small to derive the clustering properties, future
wide survey of high-redshift LAEs will enable us to evaluate their
host halo mass from the bias factor, which can be compared with
our model prediction.

3.4 Redshift evolution of number density of observable LAEs

So far the Lyα line has been used as the most strong tool to confirm
the redshift of distant galaxy candidates (e.g. Iye et al. 2006; Finkel-
stein et al. 2013; Zitrin et al. 2015). However, it is widely thought
that LAEs at z > 9 are difficult to be detected because of the IGM
opacity. Here, we estimate the number density of LAEs (nLAE) with
higher Lyα flux than specific thresholds. Fig. 11 shows the number
density of LAEs with FLyα ≥ 10−17, 10−18, and 10−19 erg s−1 cm−2.
The detection limits of current observations with a reasonable in-
tegration time are ∼10−17 erg s−1 cm−2 (e.g. Shibuya et al. 2012).
As explained in Section 3.2, the number density of bright LAEs
monotonically decreases with increasing redshift. Given the detec-
tion limits of 10−17 erg s−1 cm−2, wide field surveys of 1003 Mpc3

are able to detect LAEs up to z ∼ 8.5. This is consistent with recent
observed LAEs at z " 9 (Finkelstein et al. 2013; Oesch et al. 2015;
Zitrin et al. 2015). The LAEs with FLyα ≥ 10−17 at z ∼ 10 are quite
rare, with nLAE ∼ 1−2 Gpc−3.

Spectroscopies of next-generation telescopes, e.g. JWST, are sup-
posed to achieve the sensitivity of ∼10−18 erg s−1 cm−2 with a
reasonable integration time. If galaxies at z ∼ 10 have outflow-
ing gas with v ! 100 km s−1, the number density of LAEs with
FLyα ≥ 10−18 erg s−1 cm−2 at z ∼ 10 is approximately a few
×10−6 Mpc−3. As shown in Fig. 10, bright LAEs are hosted
in massive haloes. The median halo and stellar mass of LAEs
with FLyα ≥ 10−18 erg s−1 cm−2 at z = 10 are 1.1 × 1012 and
3.5 × 109 M⊙, respectively. It was suggested that the observed LBG
at z = 11.1, GNz11, had the stellar mass of ∼109 M⊙ (Oesch et al.
2016), which is corresponding to FLyα ∼ 0.2 × 10−18 erg s−1 cm−2

in our model. Hence, it will be challenging to detect Lyα flux from
GNz11 even by future spectroscopies with the line sensitivity of
FLyα ∼ 10−18 erg s−1 cm−2.

Different line profile models predict different number densities of
observable LAEs. The IGM transmission becomes more sensitive
to the intrinsic Lyα line profile models, since the typical size of H II

bubbles gets smaller with increasing redshift. As a result, the differ-
ence of nLAE among models A, B, and C becomes larger at higher
redshift, and more than order unity at z ∼ 10. Future observation
would also allow us to discriminate intrinsic line profiles, which in
turn provide information about H I column density and outflow ve-
locity, by comparing the observed number density of LAEs with the
theoretical models. On the other hand, it is difficult to distinguish
the cloud and shell models from the number density alone as shown
in the figure.

Even next-generation telescopes, e.g. GMT, E-ELT, and TMT,
will be difficult to have the sensitivity of ∼10−19 erg s−1 cm−2.
However, if future telescopes somehow achieve such a high sensi-
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